
University of Florida May 2023

Ph.D. Qualifying Exam in Probability

Carefully justify your answers

There are 8 problems

Problem 1.
Give the mathematical definition of:

1. conditional expectation,

2. martingale,

3. Poisson process,

4. standard Brownian motion.

Problem 2.

1. State the weak and strong law of large numbers for i.i.d random variables.

2. Prove the strong law of large numbers under the additional assumption of finite fourth
moment (E[X4

1 ] < +∞).

3. Let {Bt} be a standard Brownian motion. Prove that {Bn
n } converges to 0 almost surely

as n → +∞ (n ∈ N).

Problem 3.

1. Let X be a random variable with a standard Gaussian distribution. Find the probability
density function of eX .

2. Let X be a random variable with a standard Cauchy distribution. Find the probability
density function of 1

X .

Problem 4.

1. Let p ≥ 1. Prove that if X is a random variable, then

E[|X|p] =
∫ +∞

0
p xp−1 P(|X| ≥ x) dx.

2. Let p ≥ 1. Let X and Y be two independent random variables with E[Y ] = 0. Show that

E[|X + Y |p] ≥ E[|X|p].

1



Problem 5.
Let {an}n≥1 be a sequence of real numbers such that 0 <

∑+∞
k=1 |ak|2 < +∞. Denote ∥an∥ =√∑n

k=1 |ak|2 and ∥a∥ =
√∑+∞

k=1 |ak|2.
Let {Xn}n≥1 be a sequence of i.i.d. symmetric Bernoulli, that is

∀k ≥ 1, P(Xk = 1) = P(Xk = −1) =
1

2
.

Denote, for n ≥ 1, Sn =
∑n

k=1 akXk, and denote Fn = σ{S1, . . . , Sn}.

1. Prove that {Sn} is an {Fn}-martingale.

2. Prove that {Sn} converges almost surely.

3. Prove that for all n ≥ 1, for all λ ∈ R,

E[eλSn ] ≤ e
λ2∥an∥2

2 .

(Hint: ex+e−x

2 ≤ e
x2

2 )

4. Use question 3. and the symmetry of Sn to prove that for all n ≥ 1, for all x ≥ 0,

P(|Sn| ≥ x) ≤ 2 e
− x2

2∥an∥2 .

(Hint: The minimum of the function λ 7→ e−λxe
λ2∥an∥2

2 is attained at λ = x
∥an∥2 )

5. Deduce the Khintchine inequality: ∀p ≥ 1, ∀n ≥ 1,

E
[ ∣∣∣∣ n∑

k=1

akXk

∣∣∣∣p ] 1
p

≤ C∥an∥,

where C is a numerical constant depending on p only (You do not need to compute C).

(Hint: E[|X|p] =
∫ +∞
0 p xp−1 P(|X| ≥ x) dx)

Problem 6.

1. Give the definition of convergence of a sequence of random variables in probability and in
distribution.

2. Which mode of convergence is stronger between convergence in probability and in distribu-
tion? Prove it.

3. Give a counterexample showing that convergence in probability is not equivalent to conver-
gence in distribution.

Problem 7.
Let {Bt} be a standard Brownian motion. Define, for x ∈ R,

Tx = min{t ≥ 0 : Bt = x}.

1. Prove that for all x ∈ R, Tx is finite almost surely (that is, P(Tx < +∞) = 1).

2. Find P(T−2 < T1). You can use a picture as justification.

Problem 8.
Let n ∈ N. Let X1, . . . , Xn be i.i.d. random variables in L1. Find E[X1|X1 + · · ·+Xn].
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