Numerical Analysis Qualifying Examination .
September 2005
Do any eight of the ten problems below,

1. For solving dy/dt = f(t,y), consider a one-step method of the form
Y1 =Y + hqj(t()ay()) h‘)

For any tg, it computes an approximation y; to y(to + h), given y(to) = yo. Assuming
cnough smoothness on f, study the local truncation crror of Runge-Kutta methods for
which

<15(t0,y0, h) = a1k + agks, where

kl - f(t01y0)a and
ko = f(to + ph,yo + phkr).
Under what conditions on the constants aj,as, and g do we get second order methods?
2. Prove that any polynomial ¢ of degree at most n — 1 satisfies
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for any distinct n + 1 numbers x;, i = 0,1,...,n. (Suggestion: Identify the left hand side
as a divided difference.)

3. Let pa(x) be the quadratic polynomial that interpolates f(x) at nodes x = 0, h, and 2h.
(a) Approximating
3h 3h
Q= [ i@ by Q= [ md,
0

dcerive a quadrature rule: Explicitly calculate wy, wa, w3 so that
Qn = w1 f(0) + w2 f(h) + w3 f(2h).

(b) Assuming that f(z) is four times continuously differentiable, show that
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Q-Qn= §h4f’”(0) + O(h®).

4. Denote the complete (or clamped) and natural cubic splines interpolating f € C2[a, b] at
knots tg < t) < :-- < t, by s.(t) and s,(t), respectively.
(a) Prove that
[et@r aes [ 1P
Statc an analogous incqualti‘ty for sy,. '

(b) Which of the two interpolating splines has smaller “energy”, i.e., which of f: |s(z)f? dz
and [°|s%(x)|? dz is smaller?



5. Let p > 0 and

where all the squarc roots arc positive. Let F(y) = /p+y. (How is the fixed point of
F rclated to x7)

(a) Consider the fixed point itcration zp41 = F (xn). Prove that if the initial iterate 2
satisfies zo + p > 0 then all iterates remain on the same side of z as zg.

(b) Prove that the fixed point iteration converges for all choices of initial guesscs greater
than —p + 1/4.

(c) Whenever the fixed point iteration converges, what is its order of convergence?

6. (a) Consider the matrix A = uv* where u and v € C". Under what condition on u and
v is A a projector?

(b) Show that the Houscholder matrix H = I — 2ww* where [lw]l = 1 is unitary.

(¢) Given a vector € C* and an integer k with 1 < k <, derive a formula for a
Houscholder matrix with the property that (Hz); = 0 for i > k and (Hz)i = 2; for
i < k. Be surc to choosc the signs so that the formula is numerically stable.

7. Consider the conjugate gradient algorithm for solving Az = b for a symmetric positive
definite A € R™*™,

(a) Statc a rclationship between the n-th iterate of the algorithm and the best approx-
imation to z from a Krylov space (be-sure to specify the norm).

(b) Provc that if A has only n < m distinct cigenvalues then the itcration (in the
absence of round off crrors) converges to the exact solution z in at most n steps no
matter what the initial iterate is. (You may use 7a.)

8. Let P and @ be two m x m orthogonal projectors.

(a) Prove that [|P - Qll2 £ 1.
(b) Prove that if ||[P — Q|2 < 1 then the ranges of P and Q have cqual dimensions.

9. Lot P and Q be Hermitian positive definite matrices. Prove that
z*Pz < z*Qz, forallzeC”,

if and only if
*Q 'z < z"P 'z, forallzeC™

10. Statc the Rayleigh quotient iteration. Apply it to the 2 x 2 real matrix
M0
a=l3 )
where A; # Ag. Find the subset S C R2 having the property that the iteration applied

to this matrix with initial guesses in $ do not converge. Is S a set of measure zero?
Ve



